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Existing functional brain MR imaging methods detect neuronal activity only indirectly via a surrogate signal such as deoxyhemoglobin concentration in the vascular bed of cerebral parenchyma. It has been recently proposed that neuronal currents may be measurable directly using MRI (ncMRI). However, limited success has been reported in neuronal current detection studies that used standard gradient or spin echo pulse sequences. The balanced steady-state free precession (bSSFP) pulse sequence is unique in that it can afford the highest known SNR efficiency and is exquisitely sensitive to perturbations in free precession phase. It is reported herein that when a spin phase-perturbing periodic current is locked to an RF pulse train, phase perturbations are accumulated across multiple RF excitations and the spin magnetization reaches an alternating balanced steady state (ABSS) that effectively amplifies the phase perturbations due to the current. The alternation of the ABSS signal therefore is highly sensitive to weak periodic currents. Current phantom experiments employing ABSS imaging resulted in detection of magnetic field variations as small as 0.15 nT in scans lasting for 36 sec, which is more sensitive than using gradient-recalled echo imaging. Magn Reson Med 59: 140–148, 2008. © 2007 Wiley-Liss, Inc.
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Since discovery of the blood oxygenation level-dependent (BOLD) effect by Ogawa et al. (1), MRI has become a dominant tool for mapping brain function. Despite the spectacular success of BOLD imaging due to its noninvasive nature and unprecedentedly high spatial resolution, this method remains complementary to more traditional techniques such as electroencephalography (EEG) and magnetoencephalography (MEG) that afford high temporal resolution and tap directly into electrical activity generated by neuronal populations of cerebral parenchyma. However, MEG and EEG measures of neuronal population activity are affected by massive superposition of fields due to many current dipoles. In addition, EEG is susceptible to spatiotemporal filtering by various tissues. These factors degrade spatial resolution substantially and make it difficult to image deep structures.

Is there a way to combine the direct nature of EEG/MEG measurements with the high spatial resolution of MRI? Recent studies of the feasibility of measuring magnetic fields induced by neuronal currents by means of MRI (ncMRI) give hope that these limitations can be overcome. At the location of MEG detector SQUIDs, removed from cortical current dipole sources by >20–40 mm, the evoked magnetic field reachesΔB = 10⁻¹² T = 1 pT (e.g., 2). Indeed, since the magnetic field associated with current dipoles is expected to fall off as the inverse square of distance, calculations of the peak magnetic field strength in voxels (acquired using MRI) adjacent to such current dipoles yield ΔB = 0.1 nT for evoked responses, and ~1 nT for spontaneous rhythms (3,4). Studies using current (3.5–8), current dipole (4), and columnar current (9) phantoms have achieved sensitivity in the range of 0.1–1 nT, which is on the order of that necessary to detect neuronal currents. Detection of spontaneous neuronal activity in vitro has been reported (10). Recent in vivo ncMRI studies have addressed neuronal currents associated with epileptic seizures (11) and normal spontaneous α-rhythm activity (12,13). Neuronal currents in cerebral cortex evoked in response to sensorimotor activity (14–16) and in the optic nerve evoked by strobe stimulation (7,8) have also been reported. However, the observability of the spontaneous alpha-wave activation in cortex (13,14) and the evoked ncMRI signal in cortex remains a matter of debate (e.g., 16–18). Indeed, ncMRI based on standard gradient and spin echo pulse sequences to date has not yielded a robust method that would afford reliable detection of the neuronal currents in cerebral cortex.

We propose that the key limitation of the neural current detection methods used heretofore is relatively low SNR due in part to the phase perturbation integration time Δt, which in gradient and spin echo experiments is limited by TE. This limitation can be overcome by employing balanced steady-state free precession pulse sequences (bSSFP; also known as FIESTA, True FISP, Balanced FFE; see Ref. 19), that are known to induce magnetization steady states highly sensitive to phase offsets. Balanced SSFP pulse sequences are unique in that they can afford the highest known SNR per unit time (20). Because of its very high SNR efficiency and speed, bSSFP imaging is becoming increasingly popular due to recent availability of high-performance gradients. Recently, bSSFP pulse sequences have been applied for cardiac cine imaging (21), MR elastography (22), and angiography (23). Thus, application of bSSFP for functional neural current imaging can potentially solve the problem of low SNR.

Moreover, recent studies suggest that SSFP sequences can be exquisitely sensitive to minute periodic perturbations in the free precession phase between RF pulses, as long as the RF excitation is synchronized to the periodic perturbations (22,23). Herein we study alternating balanced steady states (ABSS) of a spin isochromat induced...
by periodic electric currents locked to RF excitation pulses (see Fig. 1a). Such alternating steady states accumulate phase perturbations across many repeats (TRs) and effectively amplify the phase offset induced by currents. We demonstrate a high sensitivity of bsSSFP-based imaging methods to periodic currents. Our data acquired with bsSSFP at 3T using a current phantom is shown to achieve an SNR sufficient to detect signal induced by periodic neuronal currents. We conclude that application of bSSFP for ncMRI has a potential of introducing a new MR imaging modality for functional brain imaging: in situ MEG that affords high spatial resolution.

**THEORY**

Direct Imaging of Neuronal Currents Using MRI

MR imaging of electric currents rests on the fact that a current dipole perpendicular to the scanner main magnetic field \( B_0 \) creates a magnetic field component \( \Delta B_z \) parallel to \( B_0 \), which perturbs the phase \( \phi \) of precessing \(^1\text{H}\) spins in proportion to the current magnitude and duration \( \Delta t \): 

\[
\Delta \phi = 2 \pi \gamma \Delta B_z \Delta t,
\]

where \( \gamma \) is the \(^1\text{H}\) gyromagnetic ratio. For example, a perturbation of \( \approx \frac{1}{180} \) \( \text{°} \) lasting for 30 ms will result in phase accrual of \( \approx 0.5 \) \( \text{°} \). The resulting perturbation in \( B_0 \) may also affect the dephasing of precessing \(^1\text{H}\) spins in a voxel. Then the net phase variation can be registered in a phase image, and spin dephasing can be registered in a standard magnitude image. All ncMRI studies to date have employed either gradient or spin-echo pulse sequences in which the field modulation is detected through a standard magnitude image. All ncMRI studies to date have employed either gradient or spin-echo pulse sequences in which the field modulation is detected through a standard magnitude image. All ncMRI studies to date have employed either gradient or spin-echo pulse sequences in which the field modulation is detected through a standard magnitude image.

The contrast-to-noise ratio (CNR) for the induced phase signal can be derived from the fact that the thermal phase noise is inversely proportional to the magnitude SNR: 

\[
\text{CNR}_\phi = \frac{\Delta \phi}{\sqrt{\text{SNR}}},
\]

where SNR = \( S_0/\sigma \) and \( \sigma \) is standard deviation due to the thermal noise (25). Similarly, the CNR for the induced magnitude signal is: 

\[
\text{CNR}_M = \sqrt{\frac{1}{\sigma^2}}\frac{S_0}{S_0/2\sigma}.
\]

Konn et al. (12) conclude that for the biologically realistic distribution of current dipoles and \( \Delta B_z \) range CNR is dominated by the phase rotation and the contribution from spin dephasing is negligible. Then a simple agar phantom with an insulated wire threaded through the center of the phantom (see Materials and Methods) is a good model for studying the MR effects of minute phase rotation: In voxels that are distant from the current-carrying wire \( \Delta B_z \approx \exp(-\frac{1}{180}) \), and the voxelwise homogenous \( \Delta B_z \) can be assumed. Therefore, a GRE (or spin echo) experiment, assuming no tangible change in signal magnitude, the mean phase rotation \( \Delta \phi = 0.5 \) \( \text{°} \) induced in the voxel by a \( \Delta B_z = \frac{1}{180} \text{°} \) applied for 30 ms leads to a change in the magnitude of the complex signal \( \Delta S/S = 100\% \approx 1 - \exp(\frac{\Delta \phi \pi}{180}) \approx 0.9 \text{°} \) (here \( j = \sqrt{-1} \) and \( \cdot \) is the magnitude of a complex number; see Fig. 1b).

**Alternating Balanced SSFP**

Balanced SSFP offers greater sensitivity than GRE-based ncMRI. First, the magnitude of the bsSSFP signal may exceed that of GRE. At zero resonance offset, given \( \pm 180\text{°} \) phase cycling, the bsSSFP signal magnitude is proportional to:

\[
M_{ss} = M_0 e_2 \sin(\alpha)\left(1 - E_1\right)\left[1 - (E_1 - E_2)\cos(\alpha) - E_1 E_2\right],
\]

where \( \alpha \) is the flip angle, \( E_1 = \exp(-TR/T_1) \), \( E_2 = \exp(-TR/T_2) \), and \( M_{ss} \) is transverse magnetiza-
tation (26). Note that the signal decay at the time TE is modeled by $e_2^* (27,28)$. In the simulations we used $T_1 = 1300 \text{ ms}$ and $T_2 = 110 \text{ ms}$ that match those for the gray matter at 3T (29). The optimal flip angle for bSSFP that generates maximum signal magnitude is given by $\cos(\alpha_{\text{opt}}) = (T_1/T_2) - 1)/(T_1/T_2 + 1)$.

By contrast, the signal for a standard GRE sequence is proportional to:

$$M_{\text{GRE}} = M_0 e_2^* \sin(\alpha)(1 - E_1)/(1 - E_1 \cos(\alpha)).$$

where $e_2^* = \exp(-TE/T_2^*)$. The optimal flip angle is given by the Ernst angle: $\cos(\alpha_{\text{opt}}) = E_1$. We used gray matter $T_2^* = 45 \text{ ms}$ (29). Thus, the GRE signal decays faster than the bSSFP signal.

Since the ABSS pulse sequence accumulates phase perturbations over multiple TRs, the modulation due to alternating currents is relatively insensitive to TE. The modulation of GRE signal by currents, by contrast, is linearly related to TE. Therefore, in simulations and experiments we used several TE values (i.e., TE = 3 ms and TE = TR − 3 ms, so that TE ≤ 27 ms). Figure 2a plots bSSFP and GRE signal magnitudes for TR = 10, 30, 50 ms with TE = 7 ms for TR = 10, and TE = 27 ms for TR = 30, 50). The ratio $M_{\text{SS}}/M_{\text{GRE}}$ (Fig. 2b) reveals that the bSSFP advantage grows with flip angle, and is maximal for short TR. For example, at the optimal flip angle $\alpha_{\text{opt}}$, bSSFP signal exceeds that of GRE by a factor of ~3.

Second, in addition to the intrinsic SNR advantage, a greater signal modulation may be achieved with bSSFP as compared to GRE when an ABSS is induced using current that alternates with every RF. During a bSSFP experiment the spin ensemble possessing transverse magnetization precesses between RF pulses by a constant angle determined by off-resonance caused by various physical mechanisms such as $B_0$ inhomogeneity, phase cycling of the RF pulse, and application of extrinsic factors, including motion-sensitizing gradients and current pulses. If the precession angle is controlled externally so that it alternates with every other TR, an oscillating dynamical equilibrium is reached such that the steady-state signal alternates between two states with every TR. This can be achieved using a periodic alternating current locked to RF pulses (Fig. 1a).

The magnetization vector of a spin isochromat for the two alternating steady states can be expressed in closed form as:

$$M_{\text{SS}} = (1 - A_i)^{-1} B_1,$$

$$M_{\text{SS}} = (1 - A_i)^{-1} B_2,$$

where $A_i$ and $B_i$ are matrices describing spin evolution over a period of alternation (see Appendix for the derivation and Ref. 27).

Figure 3 shows transverse magnetization magnitudes (relative to initial magnetization $M_0$) and phases for the two alternating steady states as a function of static off-resonance $\Delta \phi$ for RF-locked alternating current that induces phase rotation alternating between $\delta \phi_1 = 0$ and $\delta \phi_2 = 0.5\text{°}$. Sequence timing parameters were $T_1/T_2/TE = 1000/80/30/27 \text{ ms}$, tip angle 27°, and the magnetization $M_{\text{xy}}$ was calculated at the echo time. The magnitude profiles of the two steady states exhibit mirror symmetry across the 0 off-resonance line (see Fig. 4b; Ref. 22).

At steady state induced by the bSSFP sequence the phase of a spin isochromat with a transverse magnetization component is affected by off-resonance throughout the repetition time TR. Thus, a $\Delta B_0$ perturbation induced by a current pulse between two excitation pulses contributes to the steady state phase throughout TR, in contrast to a GRE sequence that can accumulate the phase perturbation only for the time TE. Thus, when calculating the sensitivity of the ABSS imaging to currents we can use the following expression: $\delta \phi = 2\pi/\Delta B_0/\text{TR}$. For TR = 30 ms, a 0.5° phase offset is created by a perturbation $\Delta B_0 \approx 1.1 \text{nT}$.

Figure 4 illustrates ABSS signal modulation as a function of the repetition time TR and flip angle $\alpha$ for three simulations (TR/TE = 10/7 ms, 30/27 ms, and 50/27 ms). The relaxation parameters are assumed to be: $T_1 = 1300 \text{ ms}$, $T_2 = 110 \text{ ms}$; $T_2^* = 45 \text{ ms}$. The optimum flip angle for bSSFP is ~30° regardless of the TR, while the Ernst angle (~10°) depends on TR. b: The ratio of bSSFP/GRE magnetization (as in a) as a function of flip angle plotted for TR/TE = 10/7 ms, 30/27 ms, and 50/27 ms. The maximum bSSFP advantage is achieved for short TR and large flip angles. c: The ratio of bSSFP/GRE magnetization immediately after the RF pulse as a function of the rate of current alternation (1/2TR). The range of rates applicable for neural current imaging (10–30 Hz) is limited by $T_2$ and the maximum rate at which neuronal populations may be entrained to stimuli (shaded region).
of off-resonance for the set of parameters used for Fig. 3. While amplitude modulation is quite modest and barely exceeds 1.5% (Fig. 4a), complex signal detection results in a maximum modulation of 3.5% at the 0 off-resonance (Fig. 4b, continuous black line: TE = 27 ms; broken line: TE = 3 ms). Thus, the critical property of the dual-equilibrium state is that it can effectively amplify minute differences in precession angle during two consecutive TRs. For the data in Fig. 4c the amplification factor is ~4 since the phase perturbation of 0.5° is converted around zero off-resonance to the 2° phase deviation. For small precession perturbation angles (~1°) the gain factor is proportional to $T_2/\text{TR}$ and can afford up to 18-fold amplification of phase perturbation (22).

Thus, within an off-resonance interval around zero off-resonance, the ABSS signal modulation by the 1nT periodic pulse lasting for 30 ms is larger than that produced by the GRE ncMRI (0.9%, see above) by a factor of >3. An additional gain in CNR can be expected from the fact that the SNR of the bSSFP signal exceeds that of a GRE signal (Fig. 2).

**Temporal Requirements for ncMRI**

The electric current imaging method using ABSS requires a rapidly alternating current. On one hand, the lower bound for the alternation rate is determined by $T_2$ since alternating balanced states can be produced provided that $TR > T_2/T_1$. At 3T the gray matter $T_2$ ~98–132 ms (29). Assuming the alternating current is locked to the RF pulses as in Fig. 1a and $T_2 > TR = 50$ ms, the lower bound for the alternation frequency is $\approx 10$ Hz.

On the other hand, when applying ABSS for neural current imaging the upper bound for this method is given by the maximum frequency at which cerebral neuronal networks can be entrained by a presented external stimulus. Rapidly flickering/alternating stimuli have been extensively used for studies of the visual system. For example, individual neurons in the highly myelinated dorsal visual stream of primates have been shown to be able to follow stimuli alternating at rates up to 90 Hz (C. Gray, pers. commun.). However, most EEG/MEG studies have used stimuli presented at lesser rates, since neurons in visual cortical areas of the ventral stream are thought to follow frequencies not exceeding 25–30 Hz (see Fig. 2c; for review, see Ref. 2). For example, visual stimuli alternating at 4–28 Hz have been used in “steady state visual evoked potential” EEG/MEG experiments. Thus, for a current frequency alternating at ~29 Hz the required repetition time of the ABSS pulse sequence needs to be TR = 17 ms.
which sets a lower bound for the TR. The two bounds for the duration of ABSS TR results in the stimulation frequency range of 10–30 Hz (Fig. 2c).

MATERIALS AND METHODS

Computer simulations of the SSFP magnetization and MRI data analysis were performed using MatLab (MathWorks, Natick, MA). MRI images of a current phantom were acquired using a 3T GE Excite scanner (short bore) at the UCSD Center for fMRI and a GE receive/transmit knee quadrature coil. A 2D balanced SSFP sequence with a 1-shot spiral acquisition (±125 kHz) with flip angle = 27°, TE = 3 ms (spiral-out) and 27 ms (spiral-in), TR = 31 ms, FOV = 18 cm, 64 × 64 matrix and 4 mm slice thickness was used to acquire a single axial slice through the plane containing the wire inside a current phantom (see below). The RF pulse shape was a simple sinc pulse (bandwidth = 5 kHz), and the spiral trajectory was an Archimedean spiral that meets the minimum Fourier sampling criteria (30). A total of 600 images were acquired during experiments using 10–100 μA current and 1200 images were acquired for the weak currents, resulting in scan durations of 18 or 36 sec, respectively. Such short scan durations are determined by gradient hardware limitations and scanner drift (~10 Hz drift over a period of a 5-min scan). The phase of the RF pulse was cycled using a 180° step. In order to explore the sensitivity of the bSSFP signal to static off-resonance, a static linear gradient (0.75 G/m) along the X axis was applied, which resulted in a characteristic off-resonance, a static linear gradient (0.75 G/m) along the X axis was applied, which resulted in a characteristic

RESULTS

A typical pattern of current-induced fluctuations is shown in Fig. 5. The four top panels represent a) a typical ABSS image of the phantom, b) the magnitude of the mean complex difference between images corresponding to the two alternating steady states, c) the mean difference between the magnitude images of the two alternating steady states, and d) the mean difference in the phase images of the two states. Panels on the bottom row represent measured (filled circles) and theoretical (continuous lines) off-resonance profiles. The x axis (off-resonance) of the theoretical profiles is stretched to match that of the data. The pattern of vertical stripes in the ABSS image (Fig. 5a) is a result of banding artifacts produced by application of the linear shim gradient along the X axis. The off-resonance offset between two adjacent minima of the bands is 1/TR ~32 Hz. The banding artifact stripes are affected by the global inhomogeneity (imperfections in shimming) and also, next to the wire, by the magnetic field induced by the current, but the latter effect is weak and becomes negligible a few voxels away from the wire. A horizontal artifact in the middle of the phantom is caused by the susceptibility variations around the copper wire. The horizontal black line below the wire represents the location of the intensity profiles on the bottom row of Fig. 5. The dots represent measured voxel intensities and the continuous lines are theoretical solutions of the steady-state signal scaled to match the ABSS image intensity of Fig. 5a.

Images in Fig. 5b–d represent the modulation pattern caused by current alternating between 0 and ~1 mA with every other RF pulse, according to the temporal pattern as in Fig. 1a. The current-induced ΔBz at the distance indicated by the black line (~20 mm below the wire) is ~1nT. The image in Fig. 5b represents the magnitude of a complex difference between odd and even ABSS images, averaged over 275 repetitions. Note that the maximum signal modulation occurs not around transition bands (i.e., banding artifacts) but is centered on the middle of the “pass band” (high signal value), as predicted by the steady-state solution for ABSS (cf. Fig. 4). Filled circles with error bars in the panel below are modulation intensities and standard errors of the mean at voxels labeled in the image by
the black line. The continuous line is the theoretical prediction of the modulation profile given the image intensity scaling factor as in Fig. 5a. Note that the off-resonance profile is slightly different in shape from that presented in Fig. 4 since it is expressed in terms of the absolute modulation. The deviations of the data from the theoretical profile are due to partial voluming that results in smoothing of the off-resonance profile. When such smoothing is taken into account, the theoretical curve matches the data reasonably well despite the fact that no amplitude fitting was performed.

The mean difference between odd and even magnitude images acquired at ABSS (averaged over 275 pairs) is shown in Fig. 5c. The panel underneath plots the modulation profile across the black line of the top image. The continuous line is a theoretical prediction of a difference in off-resonance profiles of the two ABSS steady states. The overall shape accords well with the prediction (cf. dotted line in Fig. 5). The theoretical profile was calculated assuming only the intensity scaling factor for the image shown in Fig. 5a. The difference in phase images of the two ABSS steady states is shown in Fig. 5d. The bottom panel shows good agreement between the mean measured (dots with error bars representing standard error of the mean) and theoretical phase intensity profiles (continuous line). The mean difference in phase across the black line of the top image. The difference in phase images are averaged over 275 repeats. The continuous line in the bottom row graphs represents the theoretical intensity profiles and filled circles are the measured profiles. Error bars are standard errors of the mean. The y axis in the bottom a–c panels is in units of image intensity and the phase difference in the bottom d panel is in degrees. Scan parameters are: TR/TE = 31/27 ms, flip angle = 27°, scan duration 18 sec, FOV = 18 cm, matrix = 64 × 64, slice thickness = 4 mm, current = 100 μA. The gray point with error bars in b–d represents modulation in GRE experiments (TR/TE = 31/27 ms).

Figure 6b plots the magnitude of the current-induced modulation of the complex signal as a function of the distance from the wire (as indicated by the black vertical line in Fig. 6a). The dots and error bars (indicating standard error of the mean) connected with a continuous black line represent the complex modulation in terms of percent mean image intensity acquired using ABSS (I = 100 μA, 18-sec scan, N = 275). The continuous black line is the best-fitting hyperbola (in terms of least squares) indicating that the magnitude of the complex modulation decays with the inverse of the distance from the wire carrying the current. The dots and error bars fitted by the broken line correspond to the magnitude of the complex modulation due to periodic current when the GRE sequence with TE = 27 ms was used (I = 100 μA, 18-sec scan, N = 275). The dots with error bars fitted by the dotted line represent similar results when GRE with TE = 3 ms was used (I = 100 μA, 18-s scan, N = 275). Corresponding SNR values of all three scan protocols are plotted in Fig. 6c.

In the GRE experiments employing 100 μA alternating current (18-sec scan, N = 550), the modulation pattern was detectable using Hotteling’s $T_2$ test (24) up to 15 mm away from the wire (the horizontal white broken line in the lower half of Fig. 6a), corresponding to the detection limit of $ΔB_z$≈1.5 nT. By contrast, the ABSS signal was modulated according to the characteristic pattern and was reliably detectable up to the edge of the phantom (≈5 cm from the wire), corresponding to $ΔB_z$≈0.5 nT.

We explored the limits of ABSS sensitivity to periodic currents by applying 10 and 20 μA currents to the phantom. Application of 10 μA alternating current in ABSS experiments resulted in detection ($P = 0.05$) of modulation in 33% of 18-sec scans (5 out of 15). In the five successful scans the mean detected minimum $ΔB_z$ was 159 ± 82 pT.
by contrast, achieves comparable sensitivity in a mere 36 min. The improvement in sensitivity is due to reducing TR and increasing flip angle (see Fig. 2). In vivo, currents, as compared to that of GRE, can be improved by the stimulus presentation frequency, distance to the actual improvement in sensitivity would be deter-

used herein for calculations of the ABSS signal sensitivity and the current experiments merely reflect our present scanner capabilities. The sensitivity of the ABSS signal to neuronal current dipoles and their orientation, as well as the contribution from physiological noise sources.

The ABSS-based imaging of electric currents is limited to detection of the periodic signal. Thus, application of ABSS to ncMRI would require utilization of periodic stimuli locked to RF pulses. The suitable stimulus frequency ranges between ~10–30 Hz for experiments involving stimulus-evoked neuronal responses. Stimulus-evoked neuronal population responses can be easily synchronized by locking stimulus to the RF pulses. Since the neuronal response lags behind stimulus presentation with a latency of 50–100 ms in early visual cortex, EEG/MEG experiments may be instrumental in assessing optimal phase shift between the stimulus and RF pulses. An alternative is to acquire ncMRI data at several stimulus phase offsets since latencies vary broadly across cortical areas. Imaging of spontaneous cerebral rhythms by means of ABSS is technically challenging as it would require synchronization of RF pulses to these rhythms. In principle, in-scanner EEG could be used for such synchronization but it remains to be seen whether such an approach is feasible.

Even though the ABSS imaging of periodic currents affords a promising CNR, several obstacles need to be overcome before this method can be applied for imaging neuronal currents in vivo. First, the temporal variation in $B_0$ may compromise SSFP imaging, since it is highly sensitive to $B_0$ field variations. Periodic disturbances of $B_0$ due to the respiratory rhythm perturb the resonant frequencies, and thus steady-state response. The BOLD response can further perturb the resonant frequency due to the difference in resonant frequency of the deoxygenated and oxygenated hemoglobin. Main coil and gradient heating can impose an additional global gradual shift in resonant frequency. Lee et al. (32) proposed to compensate respiration-induced $B_0$ fluctuations and scanner drift in the bSSFP data by performing real-time measurements of the free induction decay (FID) phase. This novel respiration com-

FIG. 6. Comparison of the current-induced signal modulation in ABSS and GRE experiments as a function of distance from the wire. a: Composite image of the average magnitude of the complex difference between the two alternating steady state images (top half) in the presence of an X-gradient (0.75 G/s/m) and GRE images corresponding to current-on vs. current-off intervals (bottom half); current amplitude = 100 μA; n = 275; acquisition time 18 sec. The white horizontal line separating the two half-images corresponds to the location of the wire. The two black vertical bars indicate pixels used for plotting profiles in b and c. b: The magnitude of complex modulation in terms of percent image magnitude as a function of the distance from the wire corresponding to the vertical black bar on the modulation image of panel a. The mean and standard error of the mean (dots with error bars) for the ABSS images (TR/TE = 31/27 ms) are fitted by the continuous line (the best-fitting hyperbola), for the GRE images acquired using long echo time are fitted by the broken line (TR/TE = 31/27 ms), and for the GRE images acquired using short echo time are fitted by the dotted line (TR/TE = 31/3 ms). The vertical line represents the cutoff distance at which modulation by current is detectable (1.5 nT). c: Temporal SNR of the complex modulation as a function of the distance from the wire, corresponding to the three scan protocols used for panel b.

In the experiment employing 20 μA current and a 36-sec scan (N = 1150), the modulation was detectable at the distance of ~30 mm, corresponding to Δ$B_0$ of 150 pT, consistent with the 10 μA experiments.

**DISCUSSION AND CONCLUSIONS**

Our simulations and experiments on a phantom demonstrate that bSSFP imaging is highly sensitive to periodic alternating currents locked to RF pulses so that an alternating balanced steady state is reached. Succinctly, the advantage of the current imaging using ABSS as compared to GRE imaging is a result of two factors: the approximate ratio $T_1/T_2^*$ of the effective phase accrual time for ABSS vs. GRE and the SNR$_{\text{ABSS}}$/SNR$_{\text{GRE}}$ that further scales the signal. Indeed, our ABSS imaging experiments with a current phantom resulted in detection of magnetic field variations as small as ~150 pT. Koon et al. (4) reported detection of magnetic field strength of 110 ± 50 pT using GRE imaging. In that study a scan duration of 62 min was required and the voxel volume was 144 mm$^3$. Bodurka and Bandettini (3) reported spin echo experiments that lead to detection of 200 pT perturbations lasting for 40 ms. In these experiments scan duration was 480 sec and voxel volume was 37.5 mm$^3$. ABSS imaging of periodic currents, by contrast, achieves comparable sensitivity in a mere 36 sec of scanning using 32 mm$^3$ voxels and 30 ms current pulses. Thus, the ABSS approach offers a substantial improvement in scan efficiency and hence in CNR of the current-modulated MR signal. Moreover, the parameters used herein for calculations of the ABSS signal sensitivity and the current experiments merely reflect our present scanner capabilities. The sensitivity of the ABSS signal to currents, as compared to that of GRE, can be improved by reducing TR and increasing flip angle (see Fig. 2). In vivo the actual improvement in sensitivity would be determined by the stimulus presentation frequency, distance to
pensation method is directly applicable to bSSFP-based imaging of neuronal currents.

Second, the sensitivity of bSSFP to an alternating \( \Delta B_z \) stimulus depends on \( B_0 \) inhomogeneity with maximum sensitivity occurring around SSFP off-resonance zeros (assuming 180° phase cycling). In order to form images free of banding artifacts, imaging of weak neuronal currents using ABSS pulse sequences require careful higher-order shimming and placing of excitation frequency so that regions of interest fall in the interval of maximum sensitivity for \( \Delta B_z \) modulation. In addition, application of multiple acquisitions using a range of phase cycling increments would be necessary for exhaustive artifact-free coverage of an imaging slice (33).

Third, the cardiac rhythm has been shown to be a major source of noise in ncMRI experiments employing EEG for detection of alpha waves by means of cross-coherence (13). These authors reported that pulsatile tissue motion associated with the systolic pressure wave in cerebral vasculature, as large as 300 \( \mu \)m in subcortical structures, contaminates EEG recordings and compromises detection of neuronal sources of alpha waves by means of GRE ncMRI. However, such noise sources in ABSS experiments are in a substantially lower frequency range compared to the rate of stimulation by induced neuronal currents and are not likely to be locked to the RF pulse train, and therefore would not contribute to the alternating steady states. A separate study is needed to address the impact on the ABSS signal of physiological noise sources and Poisson-like variability in neuronal response magnitudes and latencies.

Finally, our model for theoretical calculations and the current phantom experiments assume that the dominating source of MRI signal modulation is the mean \( \Delta B_z \) variation in a voxel. Given this model, the ABSS imaging of weak currents has better sensitivity than other techniques and is applicable for imaging of neuronal currents in vivo.

In conclusion, we show that ABSS imaging affords high sensitivity to periodic currents, but it remains to be seen whether the model assumptions employed herein are applicable for imaging of neuronal currents in vivo.

**APPENDIX**

Below we derive the steady-state magnetization for the ABSS pulse sequence using the propagation approach (27). In the interest of simplicity the echo time is assumed to be \( TE = TR/2 \). Given a phase-cycled (180°) RF pulse applied along the \( x \) axis through a tip angle \( +\alpha \) for odd excitations and \( -\alpha \) for even excitations, the nutation of a spin isochromat by RF pulses is represented by a rotation matrix \( R_z(-\alpha) \). The current alternation is locked to excitation pulses (see Fig. 3). We assume that the current alternates such that the current-induced free precession angle is \( \delta \phi_i \) rad and corresponds to an alternating off-resonance offset of \( \delta B_z = 2\pi f/2\pi \) Hz, where \( \tau \) is precession time and \( i = 1, 2 \) indexes the steady state (Fig. 3, bottom). Thus, the precession angle is different for odd and even TRs and is determined by off-resonance frequency \( \Delta f \) due to static magnetic field inhomogeneities and \( \delta B_z \) due to applied periodic current. Spin precession by an angle \( \phi_i = 2\pi(T f + \delta \phi_i) \) between excitations is represented by a matrix \( R_z(\phi) \) for rotation about the \( z \) axis.

Using matrix notation (27,34), the \( T_1 \) and \( T_2 \) relaxation can be represented by multiplying a magnetization vector \( M \) by \( C(t) = \exp(-t/T) \), where \( C = \text{diag}(T_1, T_2, T_1) \), and adding a vector \( D(t) = (I - C(t))(0 \ 0 \ I)^T \). Here \( I \) is the \( 3 \times 3 \) identity matrix and \( \text{diag} \) is a diagonal matrix. In the interest of simplicity, we derive magnetization at the time after the RF pulse \( \tau = TE = TR/2 = TR-TE \). Then the magnetization vectors \( M_k \) at the time points \( q = b,c,d,e,f \) with respect to those at the preceding labeled timepoint (see Fig. 4) are:

\[
M_b = R_z(\tau v_i)C(\tau)M_o + D(\tau),
M_c = R_z(-\alpha)M_b,
M_d = R_z(TR v_i)C(TR)M_c + D(TR),
M_e = R_z(\alpha)M_d,
M_f = R_z(\tau v_i)C(\tau)M_e + D(\tau),
\]

where \( v_i = 2\pi(\Delta f + \delta \phi_i) \) is the angular velocity of the free precession for the \( i \)-th steady state. Then during the \((k+1)\)-th TR magnetization \( M_{k+1} \):

\[
M_{k+1} = R_z(\tau v_i)C(\tau)R_z(\alpha)[R_z(TR v_i)C(TR)R_z(-\alpha)]
\times [R_z(\tau v_i)C(\tau)M_k + D(\tau)] + D(TR)] + D(\tau).
\]

The steady state condition requires that magnetization recurs periodically \( M_{k+1} = M_k \). This condition leads to a steady state solution of Eq. [A1] for the two alternating states as in Eq. [3] of the main text:

\[
M_{SS1} = (I - A_1)^{-1}B_1,
M_{SS2} = (I - A_2)^{-1}B_2,
\]

with

\[
A_1 = E(\tau, v_1, \alpha)E(TR, v_2, -\alpha)C(\tau)
\]

\[
B_1 = [E(\tau, v_1, \alpha)E(TR, v_2, -\alpha) + I]D(\tau) + E(\tau, v_1, \alpha)D(TR)
\]

\[
A_2 = E(\tau, v_2, -\alpha)E(TR, v_1, \alpha)C(\tau)
\]

\[
B_2 = [E(\tau, v_1, -\alpha)E(TR, v_2, \alpha) + I]D(\tau) + E(\tau, v_2, -\alpha)D(TR),
\]

where \( E(t, v, \alpha) = R_z(tv)C(t)R_z(\alpha) \). The propagation approach can be readily applied for derivation of the steady state magnetization vector \( M(t) \) at an arbitrary time \( t \in [0, TR] \).
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